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AI is transforming how we work-accelerating tasks, enhancing creativity, and streamlining operations. But without clear boundaries, it can also introduce serious risks. Misuse of AI tools has already led to data breaches, reputational damage, and regulatory violations across a variety of industries. The cost of a single incident-whether it's a privacy violation or a misinformed client deliverable - can range from thousands to millions of dollars in fines, lost business, or legal exposure. This guide helps you use AI responsibly while innovation continues.
DO: Use AI Thoughtfully and Transparently
· Watch this video from our Security/IT/Leadership Team - Add link to video
· Test your Knowledge Before Use - Add link to survey or test in LMS
· Keep sensitive data out - never input client, patient, or proprietary data into public AI tools
· Review before sharing - always proofread and fact-check your AI outputs
· Ask for help - reach out to your team lead or AI point of contact if unsure about usage - Add contact information here
· Use approved tools only - stick to the company’s vetted list of AI platforms (HERE) – Add link to approved list with links to the actual AI tools for use
· If using or desiring use of an AI Tool not yet approved, submit to the AI Governance Team - Add contact information here
· Label AI-generated content clearly, especially in client-facing materials
DON’T: Risk Data, Reputation, or Compliance
· Don’t upload confidential documents or any personal information, protected health information or Intellectual Property/Confidential Information into public AI platforms
· Don’t assume AI outputs are accurate or unbiased - verify everything
· Don’t use AI to impersonate others or generate misleading content
· Don’t bypass company policies or use unapproved tools - Add link to company AI Use Policy here
· Don’t rely on AI for final decisions in regulated or high-risk workflows
Quick Tips
· Use AI for drafting, not final delivery
· Treat AI like an intern: helpful, but needs supervision
· When in doubt, don’t input - ask first
For questions or tool requests, contact:
[Your AI Governance Lead / IT Contact]
[Email or Internal Communication Channel]
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